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Abstract
Deep geothermal reservoirs are expected to serve as a sustainable resource for 
clean energy production, contributing to the achievement of global dual-carbon 
targets. This study analyzes the seismic acquisition method for soft-structure 
fracture zones in deep geothermal reservoirs through forward modeling analysis. 
Based on geological data from the Baoying area, China, a 2D geological model—
integrating formation velocities, densities, and stochastic fracture media within 
the Upper Sinian–Middle Ordovician strata—was constructed for the forward 
modeling. To enhance the accuracy of seismic simulations and reduce numerical 
dispersion, high-order finite-difference methods were employed. A  detailed 
theoretical analysis of seismic dispersion characteristics indicates that higher-order 
spatial and temporal differences can effectively mitigate numerical dispersion. 
Numerical seismic forward simulations were performed using a 10th-order 
difference accuracy, with a detailed analysis of acquisition survey parameters such 
as trace spacing, shot spacing, maximum offset, and record length. Simulated 
records for the geological model with and without fracture zones were compared, 
revealing distinct differences, particularly when fracture zones are located within 
high-velocity layers. Further analysis of pre-stack depth migration profiles with 
varying offsets, trace spacings, and shot intervals indicates that a maximum offset 
above 7000 m, a trace spacing of 5 m (or 10 m as a cost-effective option), and a 
shot interval of 40 m provide optimal imaging accuracy for fracture zones. These 
findings offer guidance for improving seismic imaging and interpretation of soft 
structures within fracture zones, thereby enhancing seismic exploration of deep 
geothermal reservoirs.
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1. Introduction
The pursuit of sustainable energy sources has become a 
global imperative, driven by the need to mitigate climate 
change and reduce greenhouse gas emissions. Among 
various renewable energy options, geothermal energy 
stands out due to its potential to provide a reliable and 
carbon-neutral energy supply. Deep geothermal reservoirs 
are known to hold vast amounts of untapped geothermal 
energy; however, the exploration and exploitation of 
these resources are hindered by the complex geological 
structures in deeply buried environments.1-4

Seismic exploration is a crucial technique for mapping 
and characterizing subsurface geological structures.5-8 It 
involves the generation and recording of seismic waves 
that are reflected or refracted by geological interfaces. 
The analysis of these seismic data provides insights 
into the subsurface geology, enabling the identification 
and assessment of potential geothermal reservoirs. For 
deep geothermal reservoirs, successful exploration and 
identification heavily rely on the capability to accurately 
image and interpret subsurface geological structures.9,10 
However, deep geothermal reservoirs are often associated 
with soft-structure fracture zones containing fluids and 
gases,11-14 which can significantly affect seismic wave 
propagation, leading to complex seismic responses that 
are difficult to interpret using conventional methods. In 
addition, the great depths of these reservoirs often result 
in weak seismic signals with low data quality.15,16 Further 
hindering the efficiency of seismic acquisition. Although 
seismic forward modeling has been extensively studied 
in the context of oil and gas reservoirs, such analyses are 
rarely applied to deep geothermal reservoirs, and published 
research remains very limited. Therefore, there is a pressing 
need to develop advanced seismic acquisition and imaging 
techniques that can address the challenges posed by soft-
structure fracture zones in deep geothermal environments.

Previous studies have made significant contributions 
to understanding seismic wave propagation in complex 
geological structures.17-20 In particular, various numerical 
modeling methods, such as finite-difference,21 finite-
element,22 and spectral element23 methods, have been 
developed to simulate seismic wave propagation through 
geological models. These studies have provided valuable 
insights into the effects of fractures on seismic wave 
propagation and have identified key factors influencing 
seismic responses in fractured media. For example, Lan 
et al.24 presented a finite-difference-based simulation 
method for the elastic wave equation in fractured 
media with a non-flat free surface, highlighting the 
complexity of scattered waves induced by fractures and 
surface conditions. Ren et al.25 proposed an implicit 

staggered-grid finite-difference scheme with sampling-
approximated optimal coefficients to improve numerical 
accuracy for seismic modeling of complex structures. 
However, most existing studies have focused on relatively 
simple fracture geometries and have not fully accounted 
for the stochastic nature of natural fractures. In addition, 
the impact of soft formations on seismic wave propagation 
has rarely been addressed, limiting the applicability of 
these findings to practical geothermal exploration.

In addition to the complexity of seismic modeling/
responses caused by the stochastic nature of fractures, 
the presence of soft formations can lead to significant 
attenuation and dispersion of seismic waves,26,27 further 
complicating the seismic data acquisition. In seismic 
exploration, acquisition survey parameters, such as offset, 
trace spacing, and shot interval, greatly affect the seismic 
processing, imaging, and interpretation.28-31 For example, 
Zhang32 proposed optimized sparse seismic acquisition 
designs combined with compressive sensing reconstruction, 
achieving high-quality seismic imaging using only 25% 
of the receivers. Tsingas et al.33 developed a novel 3D 
distributed blended seismic acquisition scheme, combined 
with advanced deblending algorithms that produced full-
bandwidth seismic images. Zhao et al.34 presented an 
irregular seismic acquisition method combining curvelet 
transform and simulated annealing to optimize observation 
system design in complex areas. However, the analysis 
of optimal acquisition parameters for seismic surveys 
targeting fracture zones in deep geothermal reservoirs 
has not been systematically studied. There remains a lack 
of quantitative guidelines for selecting acquisition survey 
parameters in such complex geological settings.

To address the aforementioned issues, this study aims 
to fill these research gaps by employing forward modeling 
analysis to investigate the seismic acquisition method 
for soft-structure fracture zones in deep geothermal 
reservoirs. In this context, “soft structures” refer to low-
velocity, low-modulus, and relatively weakened fracture 
zones or fractured rock bodies filled with fluids and/
or gases within deep geothermal reservoirs. Compared 
to the surrounding host rock, these structures exhibit 
lower elastic moduli and higher attenuation and energy 
dissipation. By constructing a 2D geological model that 
incorporates stochastic fracture media and soft formations, 
and using high-order finite-difference methods to simulate 
seismic wave propagation, this study seeks to provide a 
more comprehensive understanding of seismic responses 
in complex geological environments. Furthermore, 
through the analysis of pre-stack depth migration (PSDM) 
profiles with varying acquisition parameters, this study 
aims to identify optimal seismic acquisition strategies for 
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imaging soft structures within fracture zones. Overall, this 
work presents an initial set of optimal acquisition survey 
parameters based on detailed seismic forward modeling 
analysis for deep geothermal reservoirs with complex 
fractures, thereby contributing to the advancement of 
geothermal exploration techniques.

2. Geological model
The geological model for this study is based on the 
geological profile from the Baoying area, Jiangsu province, 
an important geothermal exploration target in China.35,36 

The Baoying area provides detailed geological structure 
information on deep geothermal reservoirs, and a reference 
line is selected for seismic forward modeling (Figure 1A). 
Based on this reference line, the initial geological 
model was constructed for further analysis, as shown in 
Figure 1B. According to geophysical parameters from the 
area, interval velocities, densities, and other formation 
properties were assigned to the initial geological model.

To analyze the effects of fractures on seismic 
modeling and acquisition, three fracture structures with 
varying sizes and geometries were introduced into the 
geological model. The fracture zones are located within 
the Upper Sinian–Middle Ordovician strata (outlined 
by the blue polygonal area in Figure  1A), corresponding 
geologically to the location of deep geothermal reservoirs. 
Specifically, the interiors of these fracture zones are filled 
with stochastic fracture media using a random medium 
modeling approach. Figure  2A further displays the grid 
model incorporating the fracture zones, with a close-up 
view shown in Figure 2B (fractures indicated by arrows). 
The color legend in Figure 2 represents P-wave velocity.

3. Numerical analysis
3.1. Methodologies

Forward modeling simulates the seismic response of 
underground elastic models. Seismic propagation can be 
described by the acoustic wave equation, with the constant-
density 2D form expressed as:37
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where u is the particle displacement, V is the particle 
velocity, t is the time, and x, z represent the Cartesian 
coordinates.

Finite-difference methods are commonly used 
to numerically solve the acoustic wave equation and 
simulate wave propagation.21 In particular, high-order 
finite-difference methods can enhance the accuracy of 
temporal differencing. To mitigate the excessive memory 
requirements of the algorithm, high-order time derivatives 
of the wavefield can be converted into high-order spatial 
derivatives.

For spatial differencing, the second-order derivative can 
be approximated using a 2Mth-order difference accuracy 
finite-difference scheme in the following form:
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where Cm is the mth-order difference coefficient. Using 
a Taylor series expansion, these high-order coefficients can 
be obtained by solving the following system of equations:

Figure 1. Partial view of the (A) reference line from the Baoying area, and the derived (B) 2D geological model. In the figure, the red lines represent faults, 
the black lines represent stratigraphic boundaries, and the dashed black lines represent unconformities.
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Numerical dispersion arises from grid discretization 
in numerical computations. It causes seismic waves of 
different frequencies to exhibit varying phase velocities, 
resulting in dispersion of seismic waves and reducing 
the effectiveness of numerical simulations and migration 
imaging. Although numerical dispersion is unavoidable 
in wave equations’ solutions, its impact can be mitigated 
through methods that improve computational accuracy.

By applying the high-order differencing method 
described above, the accuracy of seismic wave numerical 
simulations can be improved and numerical dispersion 
reduced. This technique is crucial for enhancing the 
quality of simulation results. Accordingly, it enables 
the selection of appropriate simulation parameters in 
practical seismic modeling, thereby improving seismic 
imaging and interpretation of deep fracture zones. Given 
the significance of dispersion effects, a detailed analysis 
is presented in the following section to better understand 
both spatial and temporal aspects of numerical dispersion.

3.2. Spatial dispersion analysis

For spatial numerical dispersion, we examined the 
dispersion characteristics of the spatial 2Nth-order spatial 
difference accuracy approximation for the 2D wave 
equation. Assuming that the propagation direction of the 
plane wave forms an angle θ with the x-axis, substituting 
the plane harmonic wave u(x,z,t) =exp[i(wt−kxcosθ−
kzsinθ)] into the 2Nth-order spatial difference formula 
(assuming that Δz = Δx):
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Based on Equation IV, we can further derive:
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where V = ω/k is the phase velocity of the seismic wave, 
φ = kΔx = 2πΔx/λ is the phase angle, and θ is the angle 
between the propagation direction and the coordinate axis.

Figure  3 displays the variation curves of spatial 
numerical dispersion for propagation angles θ = 0°, 
θ = 22.5°, and θ = 45°, under spatial difference accuracies 
of 2nd, 4th, 6th, 8th, and 10th orders, respectively, plotted as a 
function of the number of discrete points per wavelength.

Figure 2. Geological model containing the fracture zones for the forward modeling. (A) Grid model incorporating fracture zone structures; (B) Close-up 
view of the grid model with fracture zone structures indicated by arrows.
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From Figure  3 and Equation V, it can be observed 
that numerical dispersion caused by spatial difference is 
determined by three factors: (i) The propagation direction 
of the seismic wave, (ii) the spatial difference accuracy, 
and (iii) the number of discrete points per wavelength 
(grid spacing). Their relationships with dispersion are 
presented below.

As the angle between the propagation direction and the 
discrete coordinate axis increases, the degree of numerical 
dispersion decreases. For a plane wave propagating at an 
angle θ to the x-axis, the spatial numerical dispersion is 
equivalent to that of a wave propagating at an angle of 
90° − θ. In other words, the discrete numerical dispersion 
is minimal when θ = 45° (Figure 3C).

Regardless of the propagation direction, increasing the 
spatial difference accuracy order reduces the numerical 
dispersion. Therefore, there is a direct relationship between 
numerical dispersion and difference accuracy: Higher-
order spatial differences effectively suppress dispersion. 
Unless the grid spacing is very fine (e.g., more than 15 
spatially discrete points per wavelength, which implies low 
simulation efficiency), conventional second-order spatial 
differencing leads to severe dispersion. In contrast, higher-
order methods, such as eighth- or 10th-order differencing, 
significantly improve accuracy, even when using only four 
grid points per wavelength. In general, adopting an eighth-
order spatial difference accuracy is sufficient to suppress 
numerical dispersion.

For any order of spatial differencing, as the number of 
discrete points per wavelength increases (i.e., as grid spacing 
decreases), numerical dispersion is further reduced, and the 
accuracy of seismic wave simulation improves. This analysis 
confirms that numerical dispersion can be mitigated by 
employing high-order difference methods, and numerical 
simulation results validate this conclusion.

Figure 4 shows the single-shot simulation records for a 
single-interface model using second-order and 10th-order 
spatial difference accuracies, with Δx = Δz = 10  m and 

Δt = 1 ms. It can be observed that numerical dispersion 
from second-order spatial differencing (Figure  4A) is 
severe, particularly for vertically propagating waves, while 
higher-order differencing effectively mitigates spatial 
dispersion.

In addition, Figure  4 demonstrates that V < Vo; that 
is, numerical dispersion caused by spatial discretization 
appears as a trailing waveform (indicated by arrows in 
Figure 4A). Given that φ = 2πfΔx/Vo, for a constant grid 
spacing, higher wavelet frequencies and lower medium 
velocities lead to more severe dispersion. Therefore, in 
cases involving lower-velocity media (such as low shear-
wave velocities), while high-frequency resolution is 
required, high-order differencing methods should be used 
to suppress numerical dispersion.

3.3. Temporal dispersion analysis

For the analysis of temporal numerical dispersion, we 
substitute the harmonic wave u(x,z,t) = exp[i(wt−kxcosθ−
kzsinθ)] into the following equation:
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Figure 3. Numerical dispersion curves for wave propagation directions of (A) θ = 0°, (B) θ = 22.5°, and (C) θ = 45°, given varying spatial difference 
accuracies (2nd, 4th, 6th, 8th, and 10th orders)

CBA

Figure  4. Numerical simulations for a single-interface model using  
(A) second-order and (B) 10th-order spatial difference accuracy
Abbreviation: CDP: Common depth point
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Based on Equation VI, we can further derive:
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where V = ω/k is the phase velocity of the seismic wave, 
T is the period of the seismic wave, and Δt is the time step 
length.

Figure  5 displays the variation curves of temporal 
discrete numerical dispersion as a function of Δt/T, for 
different difference accuracies of 2nd, 4th, 6th, 8th, and 
10th  orders. It can be observed that: (i) when V > Vo, 
numerical dispersion caused by temporal discretization 
appears as early arrivals in the waveform (i.e., before the 
actual arrival time), and (ii) as the difference accuracy 
2M increases, the numerical dispersion introduced by the 
high-order differencing gradually decreases.

From Equation VII, it is evident that temporal 
numerical dispersion is primarily governed by two factors: 
(i) The difference in accuracy and (ii) the number of discrete 
points within 1 time period (also illustrated in Figure 5). 
Due to algorithmic stability constraints, Δt/T is generally 
very small. As a result, numerical dispersion during the 
forward and reverse propagation of seismic waves is mainly 
attributed to spatial discretization rather than temporal 
discretization. To address temporal numerical dispersion, 
adopting the fourth-order temporal difference accuracy 
is generally sufficient. Higher-order temporal difference 
accuracies have minimal impact on mitigating numerical 
dispersion and may instead reduce simulation efficiency.

3.4. Stability analysis

Stability is a fundamental issue in numerically solving 
seismic wave equations. An unreasonable selection of 
discrete parameters during numerical computations may 
produce computed results that grow exponentially without 
physical meaning, resulting in severe numerical dispersion 

in simulation results. In extreme cases, this can lead to 
overflow errors and render computations unfeasible. 
Therefore, for any numerical solution method, it is 
necessary to determine the range of discrete parameters that 
ensure computational stability, i.e., to assess the method’s 
stability. In this study, we analyzed the stability of the high-
order finite-difference method for the 2D acoustic wave 
equation and provided corresponding stability conditions 
for various difference accuracies.

The difference scheme for the 2Nth-order spatial 
difference accuracy of the 2D acoustic wave equation can 
be written as:
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Applying a Fourier transform to both sides of Equation 
VIII with respect to time and space yields:
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where k is the wavenumber and w is the angular 
frequency. To satisfy Equation IX, the following condition 
must be satisfied:
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Given that the spatial difference coefficients Cn alternate 
between positive and negative values, the maximum 
spatial wavenumber is the Nyquist wavenumber k = π/Δx. 
Therefore, the stability condition for the 2Nth-order spatial 
difference accuracy of the 2D acoustic wave equation is 
given by:
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Equation XI can be further simplified to:
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Figure 5. Numerical dispersion curves for varying temporal difference 

accuracies (2nd, 4th, 6th, 8th, and 10th orders)
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Equation XII serves as a general stability criterion for 
high-order finite-difference methods in acoustic wave 
simulations with varying difference accuracies. Based on 
different values of N, stability conditions for different orders 
of spatial difference accuracy are listed in Table 1. The results 
indicate that as the spatial difference accuracy increases, the 
stability requirements for high-order grid-based methods 
increase slightly. However, the increase is relatively modest. 
In other words, discrete grid parameters that satisfy the 
stability conditions for lower-order schemes generally meet 

the requirements for higher-order schemes. Thus, adopting 
high-order differencing does not impose significantly 
stricter demands on the choice of discrete parameters.

4. Simulation results
4.1. Single-shot record results

Based on the previous numerical analysis, seismic 
modeling was performed using the 10th-order finite-
difference scheme applied to the 2D acoustic wave 
equation. In practice, an absorbing boundary condition38 is 
employed to mitigate the effects of reflections from artificial 
boundaries. The geological model shown in Figure  1 
was used, with an absorbing surface boundary condition 
applied at the surface. A Ricker wavelet with a dominant 
frequency of 40 Hz was utilized in the simulations. For the 
seismic acquisition survey, the trace spacing was set to 5 m, 
the shot spacing to 40 m, the maximum offset to 8000 m, 
and the minimum offset to 5  m. All single-shot records 
were captured for 8 s with a sampling interval of 2 ms. For 
comparison, single-shot records (Shots A, B, and C) were 
generated at different locations above the fracture zones, as 
illustrated in Figure 6.

Figures  7A, 8A, and 9A display the simulated shot 
records for shots A, B, and C with the fracture zones 
included in the model. Corresponding records without 
the fracture zones are shown in Figures  7B, 8B, and 9B, 
and the residuals (i.e., the differences between records with 
and without fracture zones) are depicted in Figures 7C, 8C, 
and 9C. The comparison and analysis reveal the following: 
(i) For shots A and C, where the fracture zones are located 
within high-velocity layers, the overlying strata exert 
minimal influence. Consequently, distinct differences 
in the shot records are observable (Figures  7C and 9C). 
(ii) For shot B, where the fracture zones are developed 

Figure 6. Illustration of the locations of shots A, B, and C on the 
geological model

Figure 7. Simulated shot record (A) with fracture zones, (B) without fracture zones, and (C) residual difference between (A) and (B) for shot A

CBA

Table 1. Stability conditions for different orders of spatial 
difference accuracy

Orders N of spatial 
difference (Δx=Δz)

Stability condition

V t
x z

�
� �

1 1
2 2�

V t
x
∆
∆

N=1 <1 <0.707

N=2 <0.866 <0.612

N=3 <0.813 <0.575

N=4 <0.784 <0.555

N=5 <0.765 <0.541
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within low-velocity layers, the overlying strata significantly 
mask the effects of the fracture zones. As a result, no clear 
differences are visible in the residual record (Figure 8C).

4.2. Migration results

Based on the shot records, we further analyzed the 
PSDM39,40 results using different acquisition survey 
parameters. The PSDM was performed using the acoustic 
wave equation with the Fourier finite-difference method. 
For comparison, we evaluated the PSDM results by varying 
acquisition parameters, including maximum offset, trace 
spacing, and shot interval.

Figures 10-13 display the PSDM findings for maximum 
offsets of 8000 m, 7000 m, 6000 m, and 5000 m, respectively. 
Comparing these imaging results reveals that the migration 
with a 6000  m offset exhibits slightly lower accuracy for 
fracture imaging than those with 7000 m or larger offsets, 
showing poorer continuity of fracture structure and slightly 

reduced resolution. The differences between the 7000  m 
and 8000 m offset migration results are negligible, as both 
offer nearly identical imaging accuracy. In contrast, the 
5000 m offset produces significantly lower imaging quality. 
This analysis suggests that a maximum offset >7000 m is 
preferable for effectively revealing deep fracture zones.

Figures  14-17 exhibit the PSDM results with trace 
spacings of 5  m, 10  m, 20  m, and 40  m, respectively. 
Comparing these findings indicates that imaging accuracy 
for steeply dipping structures is significantly better with 5 m 
and 10 m trace spacings than with 20 m and 40 m spacings. 
While the overall disparity between 5 m and 10 m spacings 
is not substantial, the finer spatial sampling of 5 m produces 
clearer and more accurate imaging of fracture structures 
(as indicated by the arrows in Figure  14). Based on this 
analysis, 5  m trace spacing is recommended; however, if 
computational cost is a concern, a 10 m trace spacing may 
also be acceptable.

Figure 8. Simulated shot record (A) with fracture zones, (B) without fracture zones, and (C) residual difference between (A) and (B) for shot B

CBA

Figure 9. Simulated shot record (A) with fracture zones, (B) without fracture zones, and (C) residual difference between (A) and (B) for shot C

CBA
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Figure 10. Pre-stack depth migration result with maximum offset of 8000 m (bin size: 2.5 m; fold: 200)
Abbreviation: CPM: Common middle point.

Figure 12. Pre-stack depth migration result with a maximum offset of 6000 m (bin size: 2.5 m; fold: 150)
Abbreviation: CPM: Common middle point.

Figure 11. Pre-stack depth migration result with a maximum offset of 7000 m (bin size: 2.5 m; fold: 175)
Abbreviation: CPM: Common middle point.
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Figure 14. Pre-stack depth migration result with trace spacing of 5 m (bin size: 2.5 m; fold: 200)
Abbreviation: CPM: Common middle point.

Figure 13. Pre-stack depth migration result with a maximum offset of 5000 m (bin size: 2.5 m; fold: 150)
Abbreviation: CPM: Common middle point.

Figure 15. Pre-stack depth migration result with trace spacing of 10 m (bin size: 5 m; fold: 200)
Abbreviation: CPM: Common middle point.
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Figure 18. Pre-stack depth migration result with a maximum shot interval of 40 m (bin size: 2.5 m; fold: 200)
Abbreviation: CPM: Common middle point.

Figure 17. Pre-stack depth migration result with trace spacing of 40 m (bin size: 20 m; fold: 200)
Abbreviation: CPM: Common middle point.

Figure 16. Pre-stack depth migration result with trace spacing of 20 m (bin size: 10 m; fold: 200)
Abbreviation: CPM: Common middle point.
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Figure 19. Pre-stack depth migration result with a maximum shot interval of 80 m (bin size: 2.5 m; fold: 100)
Abbreviation: CPM: Common middle point.

Figure 20. Pre-stack depth migration result with a maximum shot interval of 160 m (bin size: 2.5 m; fold: 50)
Abbreviation: CPM: Common middle point.

Figures 18-20 display the PSDM results for shot intervals 
of 40 m, 80 m, and 160 m, respectively. Comparing these 
outcomes demonstrates that the 40 m shot interval provides 
a clear advantage in imaging fracture zones (indicated by 
the arrows in Figure 18).

5. Discussion
This study focuses on forward modeling analysis to 
investigate seismic acquisition strategies for soft-structure 
fracture zones within deep geothermal reservoirs. However, 
the analysis in this study is primarily based on numerical 
simulations and does not yet incorporate measured 
observational data. Although the geological model was 
constructed to closely reflect actual geological conditions, 
discrepancies may still exist between the simulation results 
and real seismic observations. Such discrepancies could 
arise from geological complexities, uncertainties in seismic 
wave propagation, and noise interference in real-world data. 

In further studies, we aim to implement more advanced 
wavefield numerical simulation techniques, such as full 
waveform modeling and spectral element methods, to 
enhance the accuracy of seismic forward modeling.

Furthermore, this work centers on the influence of 
acquisition survey parameters (e.g., maximum offset, trace 
spacing, and shot interval) on seismic migration results, 
without evaluating the impact of different migration 
techniques, which can significantly affect imaging quality. 
Various migration approaches (e.g., Kirchhoff migration 
and reverse-time migration) may offer differing levels 
of effectiveness when applied to complex geological 
structures, including fracture zones. Therefore, the absence 
of comparative analysis on migration methods may limit 
our ability to fully interpret seismic imaging results. In 
future research, we plan to examine the performance of 
different migration techniques and their effects on fracture 
imaging in complex geological conditions.
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In addition, the presence of fracture networks in soft-
structure zones introduces challenges such as seismic 
attenuation and anisotropy, both of which directly impact 
data quality and interpretability. Attenuation, primarily 
caused by scattering losses from stochastic fractures 
and fluid-induced viscoelastic dissipation, can reduce 
high-frequency content, particularly when fractures are 
hosted within high-velocity layers, necessitating finer 
bin sizes to maintain resolution. Meanwhile, fracture-
induced anisotropy may require acquisition designs 
with multi-azimuth coverage and long offsets to capture 
anisotropy signatures. While the proposed acquisition 
parameters (40 m shot interval and 5 m bin size) strike a 
balance between cost and imaging accuracy, they should 
be complemented by anisotropic velocity modeling to 
optimize target illumination, an aspect warranting further 
investigation.

6. Conclusion
This study investigates the seismic acquisition design 
for soft-structure fracture zones within deep geothermal 
reservoirs through forward modeling analysis. By 
constructing a detailed 2D elastic model incorporating 
stochastic fracture media, based on the geological profile 
from the Baoying area of China, we successfully simulated 
seismic wave propagation with high fidelity. High-order 
finite-difference methods were employed to mitigate 
spatial and temporal numerical dispersion, enhancing the 
accuracy of seismic wave simulations. The comparison 
between simulated records with and without fracture zones 
revealed significant differences, particularly when the 
fractures were located within high-velocity layers. Further 
analysis of pre-stack depth migration profiles indicated 
that a maximum offset exceeding 7000 m, a trace spacing 
(bin size) of 5 m (or 10 m as a cost-effective alternative), 
and a shot interval of 40 m can provide optimal imaging 
accuracy for fracture zones. These findings are crucial 
for improving seismic imaging and interpretation of 
soft structures within fracture zones, thus enhancing 
the seismic exploration of deep geothermal reservoirs. 
Overall, this work provides quantitative guidelines for 
selecting seismic simulation and acquisition parameters in 
geothermal exploration under complex geological settings.
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